
A brief Introduction



Introduction (Some Basics for ANN ML fitting)

• DVCS (Deeply Virtual Compton Scattering)

• GitHub page : https://github.com/uva-spin/DNN-CFFs 
• Steps:

Generate pseudodata with ‘known’ or ‘True’ Compton Form Factors (CFFs)
Perform a ‘Fit’ and obtain the fitted CFFs and compare with the ‘True’ CFFs
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where the index INT denotes the BH-DV CS quantum
interference contribution to the cross section; (d5�BH ,
d
5
�DV CS , d

5
�INT ) represent the beam polarization in-

dependent contributions of the cross section, whereas
(d5e�DV CS , d

5e�INT ) are the beam polarization depen-
dent contributions. Polarized electron scattering only
provides the experimental observables
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which involve a combination of the unknwon INT and
DV CS reaction amplitudes. The comparison between
polarized electron and polarized positron reactions pro-
vides the additional observables
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which isolate the interference amplitude, and the ob-
servables
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which select a DV CS signal. Therefore, combining lep-
ton beams of opposite polarities and di↵erent polariza-
tions provides allows the separation of the 4 unknown
INT and DV CS reaction amplitudes and permits an
unambiguous access to combinations of GPDs. In ab-
sence of such beams, the only possible approach to this
separation is to take advantage of the di↵erent beam en-
ergy dependence of the DV CS and INT amplitudes.
Recent results [12] have shown that this Rosenbluth-like
separation cannot be performed without assumptions
because of higher twists and higher ↵s-order contribu-
tions to the cross section. Positron beams in comparison
to electron beams o↵er the most powerful experimental
solution to this problem.

2.2 Access to Generalized Parton Distributions

GPDs are universal non-perturbative objects entering
the description of hard scattering processes. They are
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Fig. 2 Leading order and leading twist representation of the
DVCS reaction amplitude (+ crossed term not shown) with
the main kinematic parameters of the GPDs.

not a positive-definite probability density but corre-
spond to the amplitude for removing a parton carrying
some longitudinal momentum fraction x and restoring
it with a di↵erent longitudinal momentum (Fig. 2). The
skewness ⇠ ' xB/(2� xB), related to the Bjorken vari-
able xB=Q

2
/2M!, measures the variation of the longi-

tudinal momentum. In this process, the nucleon recieves
a four-momentum transfer t=�

2 whose transverse com-
ponent �? is the Fourier-conjugate of the transverse
distance r? between the active parton and the center-
of-mass of spectator partons in the target [13]. In the
limit of zero-skewness (⇠=0), GPDs can be interpreted
as the Fourier transform of the distribution in the trans-
verse plane of partons with the longitudinal momentum
fraction x [14–17].

GPDs enter the eN� cross section through Comp-
ton Form Factors (CFFs) F (with F ⌘ {H, E , eH, eE})
defined as
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where P denotes the Cauchy’s principal value integral,
and
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is the singlet GPD combination for the quark flavor q

where the upper sign holds for vector GPDs (Hq
, E

q)
and the lower sign for axial vector GPDs (H̃q

, Ẽ
q). Thus

the imaginary part of the CFF accesses GPDs along the
diagonals x=±⇠ while the real part probes an integral
over the initial longitudinal momentum of the partons
of a convolution of GPDs and parton propagators. At
leading twist and leading order, the CFF combinations
entering the DV CS and INT contributions are
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1 Introduction

The understanding of the structure and dynamics of
the nucleon remains a major goal of modern Nuclear
Physics despite extensive experimental scrutiny. From
the initial measurements of elastic electromagnetic form
factors to the accurate determination of parton distri-
butions through deep inelastic scattering, the experi-
ments have increased in statistical and systematic pre-
cision thanks to the development of performant elec-
tron beams together with capable detector systems.
The availability of high intensity continuous polarized
electron beams with high energy is providing today an
unprecedented but still limited insight into the nucleon
structure problem.

Over the past two decades, the Generalized Parton
Distributions (GPDs) [1] o↵ered a universal and power-
ful way to characterize nucleon structure, generalizing
and unifying the special cases of form factors and par-
ton distribution functions (see [2,3] for a review). The
GPDs are the Wigner quantum phase space distribu-
tion of partons in the nucleon, describing the distri-
bution of particles with respect to both the position
and momentum in a quantum-mechanical system [4,5].
They encode the correlation between partons and con-
sequently reveal not only the spatial and momentum
densities, but also the correlation bewteen the spatial
and momentum distributions, i.e. how the spatial shape
of the nucleon changes when probing partons of di↵er-
ent momentum fraction x of the nucleon. The combina-
tion of longitudinal and transverse degrees of freedom
is responsible for the richness of this framework. The
second moments in x of the GPDs are related to form
factors that allow us to quantify how the orbital mo-
tion of partons in the nucleon contributes to the nucleon
spin [6], and how the parton masses and the forces on
partons are distributed in the transverse space [7], a
question of crucial importance for the understanding of
the dynamics underlying nucleon structure, and which
may provide insight into the dynamics of confinement.

The mapping of the nucleon GPDs, and the detailed
understanding of the spatial quark and gluon structure
of the nucleon, have been widely recognized as key ob-
jectives of Nuclear Physics of the next decades. This
requires a comprehensive program, combining results
of measurements of a variety of processes in eN scat-
tering with structural information obtained from theo-
retical studies, as well as expected results from future
lattice QCD calculations. Particularly, GPDs can be
accessed in the lepto-production of real photons lN !

lN� through the Deeply Virtual Compton Scattering
(DVCS) corresponding to the scattering of a virtual
photon into a real photon after interacting with a par-

ton of the nucleon. At leading twist, DVCS accesses the
4 quark-helicity conserving GPDs {Hq, Eq,

eHq,
eEq} de-

fined for each quark-flavor q ⌘ {u, d, s...}. They enter
the cross section with combinations depending on the
polarization states of the lepton beam and of the nu-
cleon target, and are extracted from the modulation of
experimental observables in terms of the � out-of-plane
angle between the leptonic and hadronic planes. The
non-ambiguous extraction of GPDs from experimental
data not only requires a large set of observables but
also the separation of the di↵erent reaction amplitudes
contributing to the lN� reaction. The combination of
measurements with lepton beams of opposite charges
and polarities is an indisputable path towards such sep-
aration [8].

This article investigates the opportunity and the
benefits of the measurement of unpolarized and po-
larized Beam Charge Asymmetries (BCAs) for DVCS
o↵ the proton with the CLAS12 spectrometer [9] at
the Thomas Je↵erson National Accelerator Facility, us-
ing the existing highly polarized electron beam of the
Continuous Electron Beam Accelerator Facility (CE-
BAF) and a future high-duty-cycle unpolarized and
polarized positron beam [10,11]. The next section dis-
cusses the uniqueness of BCA observables for DVCS
and their importance for the determination of GPDs.
The experimental peculiarities of such measurements
with CLAS12 are further addressed before presenting a
detailed study of the impact of these potential data.

2 Beam charge asymmetries

2.1 Deeply Virtual Compton Scattering

Fig. 1 Schematic of the lowest QED-order amplitude of the
electroproduction of real photons o↵ nucleons.

Analogously to X-rays crystallography, the virtual
light produced by a lepton beam scatters on the par-
tons to reveal the details of the internal structure of
the proton (Fig. 1). Because of this direct access to the
parton structure, DVCS is the golden channel for the
investigation of GPDs. This process competes with the
known BH reaction [12] where real photons are emit-
ted from the initial or final leptons. The lepton beam

https://arxiv.org/pdf/1903.05742.pdf

https://github.com/uva-spin/DNN-CFFs


Local multivariate Inference (LMI) Method

Architecture
with ‘N’ layers
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Ø Inputs to the “Framework/Formalism” : Kinematics
Ø Output from the “Framework/Formalism”: Total Cross-Section (F)
Ø Compton Form Factors (CFFs) are considered as outputs (4) from a DNN that takes only ‘x’, ‘t’, and ‘Q2’ as 

inputs.
Ø  A typical data set can be represented as F vs phi while rest of the all kinematics are fixed.
Ø  In the LMI method, we will use multiple data sets with a sparse kinematic phase-space to train the DNN.

See https://confluence.its.virginia.edu/display/twist/The+DNN+Extraction+Approach  for more details.

N+2 nd layer
Use F2VsPhi to make plot for F

Kinematics

Formalism

Cross-section

phi

https://confluence.its.virginia.edu/display/twist/The+DNN+Extraction+Approach


Data file structure (generic)

Compton Form Factors (CFFs)Kinematics

F

phi_x



Generate Pseudo-data

ØUsing the code ‘generate_pseudodata.py’ you can generate a single file of pseudodata 
(as a .csv file) for a given set of CFFs and kinematic variables. 
You can also vary the number of ‘phi’ bins as a user input in the code so it will
determine how many ‘rows’ (or data points) of ‘F’ (total cross-sections) with respect to 
the angle (‘phi’).

Ø  Similarly, you can generate multiple pseudodata files (.csv files), mimicking 
multiple experiments.

Ø  For the error/uncertainty of ‘F’ (cross-section), it is better to use values in the order of
real experimental measurements.



Generate replicas for the 
statistical uncertainty

Data set #0

Data set #N
Data set #N

Data set #N
Data set #N

Data set #N
Replica #500 of data set #0

Data set #1
Data set #N
Data set #N

Data set #N
Data set #N

Data set #N. 
.
.
.

Replica #500 of data set #1



Training Process for LMI method
•  In the training process, we need to ensure to feed all ‘data sets’

that cover a sparce kinematic range.
Note: If you use only one set of kinematics, then it is called the ‘Local Fit’
•  Each data set file contains uncertainty column for ‘F’ (total cross-section)
•  Generating replicas = sampling the ‘F’ value in each row within its

 uncertainty range. Therefore, you can generate a replica set by 
dynamically samply ‘F’ within ‘sigmaF’.
•  Each ‘replica’ can be treated as a ‘job’ and each training of a replica

 will provide a trained DNN model with evaluated training loss and 
validation loss. Save those replica DNN models.
•  Once you have multiple replica DNN-models, then you can evaluate the 

statistical uncertainty from the replicas which propagated the uncertainty 
to the CFFs from ‘sigmaF’.



Accuracy

Definition:
How far away the mean of the replicas from the “truth” value ?

Accuracy is a “quantity” that you can use to evaluate the “improvement” of your
architecture  (or the configuration of hyperparamters that you ran with) 

Ø You can calculate the “Accuracy” of each CFF for a given set 
(kinematic-set)

Ø  You can be creative to develop a code to compare Accuracy 
of CFFs between kinematic sets, within the kinematics (with 
respect to angle), etc.  Think… and propose you ideas..

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 1 −
|𝑇𝑟𝑢𝑒	 − 𝑀𝑒𝑎𝑛|	

𝑇𝑟𝑢𝑒 	 100%



Precision

Definition:
How precise the extracted CFF is (standard deviation of the CFFs from all replicas)?

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
1

𝑁_𝑟𝑒𝑝𝑙𝑖𝑐𝑎𝑠 :
!"#

$_&'()*+,

(𝑅𝑒𝑝𝑙𝑖𝑐𝑎(𝑖) 	− 𝑀𝑒𝑎𝑛)-

Precision is a “quantity” that you can use to evaluate the “improvement” in terms of 
the statistical uncertainty of your architecture 
(or the configuration of hyperparamters that you ran with) 



Some resources

•  Introduction from Professor Keller 
https://confluence.its.virginia.edu/display/twist/Introduction 
• Running jobs on Rivanna 

https://confluence.its.virginia.edu/display/twist/Running+ANN+jobs+i
n+UVA-Rivanna  
•  Overleaf
•  Discord channel
•  Running on ‘Shannon’ (with the options of parallelizing jobs)

https://confluence.its.virginia.edu/display/twist/Introduction
https://confluence.its.virginia.edu/display/twist/Running+ANN+jobs+in+UVA-Rivanna
https://confluence.its.virginia.edu/display/twist/Running+ANN+jobs+in+UVA-Rivanna


Plan (10/23/2023)
•  Generate pseudodata

https://github.com/extraction-tools/ANN/tree/master/Liliet/PseudoData3 
   x_min < x < x_max, k_min < k < k_max, Q2_min < Q2 < Q2_max,
   t_min < t < t_max , CFFs,
   N=5 number of data files 
 
•  Train your models for 100 replicas. (job.slurm)
•  Calling the trained models, and find out accuracy and precision.
• https://github.com/extraction-tools/ANN/blob/master/Baseline/BKM10-

tf/grid.slurm 
• https://www.rc.virginia.edu/userinfo/rivanna/slurm/ 

https://github.com/extraction-tools/ANN/tree/master/Liliet/PseudoData3
https://github.com/extraction-tools/ANN/blob/master/Baseline/BKM10-tf/grid.slurm
https://github.com/extraction-tools/ANN/blob/master/Baseline/BKM10-tf/grid.slurm
https://www.rc.virginia.edu/userinfo/rivanna/slurm/

