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Last Meeting Discussion

Weights being reset for each new 
sample

Weights being continually updated 
for each replica



Resetting Weights For Each Sample

# Samples: 300

Means: 

● ReH: 9.28
● ReE: -33.67
● ReHtilde: 7.69



Weights not Reset After Each Sample

# Samples: 300

Means: 

● ReH: 13.90
● ReE: -57.44
● ReHtilde: 7.16



Middle Ground - Resetting For Each Sample After Optimal 
Starting Weights are Found



Middle Ground - Resetting For Each Sample After Good 
Starting Weights are Found



Maybe Resetting After Each Sample Needs More Time? 

# Samples: 300

#Epochs: 5000

Means: 

● ReH: 11.78
● ReE: -46.52
● ReHtilde: 7.41



Full Average Comparison

● Reset to Random Starting Weights After Each Sample
○ 9.2823 -33.6674 7.6931

● No Resetting of Weights at All
○ 13.902 -57.4433 7.1559

● Resetting to ‘trained/optimal’ weights after each sample
○ 13.8245 -57.0429 7.173

● Reset to Random Starting with More Epochs Per fitting
○ 11.7781 -46.5203 7.4143

● Actual True Values
○ 13.0554 -53.0554 7.25302

Benefits of Resetting to Trained/optimal weights: 

● Much quicker (not starting from scratch so less epochs required)
○ Weights are already in a good starting position to then fit to each sample and 

predict instead of starting from a fully random weight initialization


