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CFF Bounds Local Fit Experimentation

(Initial analysis of possible overfitting to F)





With no weight sharing between sets



Sharing weights between equivalent sample #’s 
within different kinematic sets was not improving 
the local fit



Using 10 replicas for training



Replicas of input data (target F’s varied by 
respective errF’s) is helping in prediction of CFF’s, 
but not significant in fitting to F value itself
• Most likely overfitting is being reduced

• When viewing a new sample of F, the network will try to update the 
CFFs to look for CFF values that better fit the new F, but due to the 
nature of the optimization algorithm will find new CFF values close to 
the previous prediction.

• In other words, linear approximation of F is smoothed out rather than 
overfitting heavily to the existing data points.









Testing this hypothesis

• Does decreasing batch size improve CFF bound results under the 
same settings?

• Does adding dropout improve CFF bounds?

• What would validation accuracy look like if we split off a portion of 
data for testing from each sample of Phi’s?



Decreasing batch size from default 32 -> 10



Decreasing batch size from default 32 -> 10 & 
w/ ReLU



After reducing the batch size, F fitting was slightly 
worse, CFF fitting was relatively much worse.

This supports the hypothesis that F is being overfit. 
Though we might have expected to not see a decrease in F’s fit, it was relatively small and I will have to
try several different batch sizes to fully understand the effect.


