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Experiment:

1. Increase number of replicas (N) from 1 to some arbitrary value 
(5000)

2. Train a model on replica Ni

3. Record total variance of each CFF across all replicas trained so far 
(stdev2)

4. Perform OLS on the function var(Ni)/var(N5000) to produce a line of 
best fit describing the percentage of model variance described by N 
samples



Problem: Running into Rivanna time limit

• Began with:
• One Rivanna job (slurm task) for all replicas and sets; timed out before 

completing
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• Addressing this issue:
• Divided each replica of training into individual slurm tasks
• Appending all data into same csv file with same format as before

• This is ~5000 slurm tasks
• Is this too many to put onto Rivanna?

• It could also be split into 15 slurm tasks
• Do all replicas for each set
• Most likely would not time out but might be close



Problem: Running into Rivanna time limit

• Is the standard procedure to create a Rivanna job for each replica?

• Would the Shannon phys computer be better suited for this 
experiment?
• Best for fast prototyping experiments

• #SBATCH -t 48:00:00 increase time limit



Next Steps:

• Move experiment to BKM10 formalism

• Adapt comparison method to global fit procedures
• Perform similar experiment with k-fold C.V.

• Number of replicas will be substituted for number of folds

• How many folds required to reveal a certain percent of model variance?

• Compare bootstrapping to k-fold C.V.?
• Number of training iterations required by each to reveal model variance

• Ability to extrapolate models performance to new datasets (psuedodata generation)


