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Review of Last Week’s Ideas

● Intermediate weight averaging/combination
● Pruning intermediate networks
● Parallel training
● XGBoost



Concept: Intermediate Weight Averaging

● At arbitrary epoch intervals, average weights of random “groups” of networks
● For example, if 500 replicas are generated, average the weights of 10 groups 

of 50 networks at halfway through the training period and then show the CFF 
distributions created by the resultant 10 networks through the end of training

● Should drastically reduce the training time required
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Further Implementation Details

● As explained earlier, n is the number of networks/replicas, k is the number of 
intermediate networks, and j is the number of stages.

● For the purpose of trying this concept, I simply utilized n=250 k=25, j=1
● As such, 10 randomly generated groups’ weights were averaged at halfway 

through the training process (750 epochs)
● The training then continued for another 750 epochs but only for these 10 

networks
● Final CFF distributions of these networks were generated
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Reasons for Performance

● Random groups are not necessarily making the combination of multiple 
networks “smarter”

● Networks should be combined in a more algorithmically sound way
● This could dramatically boost results of weight averaging
● Overall takeaway: promising technique, just needs to be implemented 

correctly



Future work

● Using other methods of deciding network groups (e.g. averaging those 
that are closer together?, etc)

● Using other methods of combining weights
● Trying different combinations of n, k, j


